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1 Introduction

Data graphs are of increasing importance in modern information systems. Therefore, an efficient
method that allows to store graph data in a database is highly desirable. Unfortunately, the traditional
straightforward implementation of a data graph based on edge and node tables is too inefficient. In
[6] the SQLGraph approach to storing data graphs in a relational database has been proposed, which
uses adjacency tables and can be proven to be much more efficient than the straightforward method.

In an ongoing research project at the Chair of Information Management, refined storage models
and indexing schemes are investigated that are based on the SQLGraph proposal but can be tuned
even better for some types of application. Different from other solutions, e.g. the Neo4J system [5],
SQLGraph is based on a relational database system and therefore the graph data are not necessarily
stored or available in main memory. Moreover, the graph data may be stored on a remote server. The
performance of algorithms working on graph data in SQLGraph may therefore suffer from latency due
to transfer and/or communication costs.

2 Objectives

Many graph algorithms have a rather predictable data access scheme and can therefore potentially
benefit from data prefetching (see [1]). The overall objective of this thesis is to provide prefetching to
graph algorithms that work on data graphs that are stored in a relational database according
to the SQLGraph approach.

In particular, a collection of queries provided by the LDBC social network benchmark interactive
workload [2, 3, 4, 7] have to be analyzed w.r.t. potential benefits from prefetching. Based on the
results of the analysis, a prefetching-based data caching for SQLGraph has to be designed that can
be run on client sites and can serve to increase the performance of algorithms working on graph
data.

The thesis consists of a conceptual part and an implementation part. The implementation shall
prototypically implement the proposed prefetching-based caching method. Based on the prefetching
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prototype, the essential functionality as provided by the Neo4J API for data graphs stored according
to the SQLGraph approach is to be implemented. Using this API the analyzed queries are to be
implemented. Based on the query implementation the increased performance has to be confirmed.
To this end the achieved performance is to be compared to that of an implementation that does not
use prefetching and to an already existing implementation that is fully realized in SQL.

3 Tasks

Among the subtasks that have to be performed are:

• Study the literature (see below) and the existing SQLGraph prototype;

• Analyze a selection of queries defined by the LDBC SNB interactive workload w.r.t. potential
benefits from prefetching;

• Design a prefetching-based data caching for SQLGraph;

• Implement the proposed solution as a prototype;

• Based on the prototype implement essential functionality as provided by the Neo4J API;

• Confirm the correctness and efficiency of the proposed method using the LDBC benchmark;

• Document the proposed solution;

• Demonstrate the proposed solution.
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